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Abstract

An important limitation in previous studies of political
behavior using Twitter data is the lack of information
about the sociodemographic characteristics of individ-
ual users. This paper addresses this challenge by de-
veloping new machine learning methods that will allow
researchers to estimate the age, gender, race, party af-
filiation, propensity to vote, and income of any Twitter
user in the U.S. with high accuracy. The training dataset
for these classifiers was obtained by matching a massive
dataset of 1 billion geolocated Twitter messages with
voting registration records and estimates of home val-
ues across 15 different states, resulting in a sample of
nearly 250,000 Twitter users whose sociodemographic
traits are known. I illustrate the value of these new meth-
ods with two applications. First, I explore how atten-
tion to different candidates in the 2016 presidential pri-
mary election varies across demographic groups within
a panel of randomly selected Twitter users. I argue that
these covariates can be used to adjust estimates of senti-
ment towards political actors based on Twitter data, and
provide a proof of concept using presidential approval.
Second, I examine whether social media can reduce in-
equalities in potential exposure to political messages. In
particular, I show that retweets (a proxy for inadvertent
exposure) have a large equalizing effect in access to in-
formation.

Twitter data is widely acknowledged to hold great
promise for the study of social and political behavior
(Mejova, Weber, and Macy 2015; Jungherr 2015). In a
context of plummeting survey response rates, tweets rep-
resent unfiltered expressions of political opinions, which
have been found to be correlated with offline opinions
and behavior (O’Connor et al. 2010; DiGrazia et al. 2013;
Vaccari et al. 2013). More generally, Twitter data also al-
lows researchers to easily and unobtrusively observe social
interactions in real-time, and to measure consumption of po-
litical information with a level of granularity that could only
be achieved in the past at great cost.

Despite the great promise of this source of data, an im-
portant challenge that remains to be overcome is the lack of
sociodemographic information about Twitter users. Unlike
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other social media platforms, Twitter does not require its
users to provide basic information about themselves, such
as gender or age. As a result, researchers interested in work-
ing with Twitter data cannot construct survey weights to re-
cover the representativeness of their samples in the same
way that survey researchers combine probability sampling
with post-stratification weights to reduce sampling selection
bias (Schober et al. 2016).

Beyond this methodological concern, the availability of
individual-level covariates would expand the range of ques-
tions that can be studied with Twitter data. For example, if
we were interested in measuring support for political candi-
dates in a primary election, it would allow us to subset only
those that are affiliated with that party. Being able to iden-
tify income, gender, and race would enable studies of social
segregation in online settings. We could also study social in-
equalities in political behavior at a much more granular level
if we were able to observe the individual traits of Twitter
users.

The contribution of this paper is to develop new methods
to estimate the age, gender, race, party affiliation, propensity
to vote, and income of any Twitter user in the U.S. This work
improves upon previous studies on latent attribute inference
based on Twitter data (Al Zamal, Liu, and Ruths 2012;
Chen et al. 2015; Mislove et al. 2011; Pennacchiotti and
Popescu 2011; Rao et al. 2010) in two different ways. First,
by relying on a ground truth dataset at least two orders
of magnitude larger than those used in previous studies,
this method achieves significantly better performance in this
task. Second, and most importantly, the features used to pre-
dict Twitter users’ latent traits can be measured using no
more than 5 API calls per user, which makes it easy to scale
to large datasets.

This paper also provides two applications of these meth-
ods to questions of substantive interest. First, I examine how
attention to different candidates in the 2016 presidential pri-
mary election varies across sociodemographic groups us-
ing a panel of 200,000 users, randomly selected. This panel
design overcomes some of the difficulties inherent to self-
selection bias and, in combination with the sampling weights
that can now be computed using the latent traits estimated
with the method introduced here, could potentially allow
researchers to recover the representativeness of estimates
based on Twitter data. Second, I examine how exposure to



political information on Twitter varies across sociodemo-
graphic groups. Merging data about who retweeted partic-
ular political messages with the lists of who each individual
in this panel of 200,000 users follows, I am able to quantify
direct (via following) and indirect exposure (via retweets).
This analysis shows that even if direct exposure is highly un-
equal across social groups, the differences are significantly
reduced once inadvertent exposure is considered. This result
highlights the potential of social media to reduce inequali-
ties in access to political information.

Background and Related Work
Previous studies have approached the problem of estimat-
ing the sociodemographic characteristics of Twitter users
using one of two approaches. One option is to apply su-
pervised machine learning methods to a training dataset
of users whose traits are known, usually by human cod-
ing. For example, Cheng (2015) used Amazon Mechanical
Turk to label the ethnicity, gender, and age of 2,000 users,
and then ran different classifiers using features from users’
tweets, their neighbors, and their profile pictures. Pennac-
chiotti (2011) employed a similar method with a sample
of 6,000 users who stated their ethnicity in their descrip-
tions, and 10,000 users who added themselves to a public
directory of Democrats and Republicans on Twitter. Al Za-
mal (2012) used the same source for political orientation,
and 400 tweets from users announcing their own birthday to
identify age. They considered a similar set of features – both
information about users’ tweets and about their friends and
followers.

A second approach is to rely on indirect methods, such
as extracting Twitter users’ names, and comparing those
with existing datasets with distributions of gender by first
name and of ethnicity by last name to compute a prob-
ability of being male or female, and Caucasian, African-
American, etc. (Mislove et al. 2011). A different type of
indirect approach was used by Culotta et al (2015) – us-
ing website audience data, they show that followers of the
Twitter accounts of these websites have a similar demo-
graphic composition. Within this category we would also
find unsupervised methods that detect latent communities
based on interactions on Twitter, building upon the as-
sumption that behavior is homophilic (Conover et al. 2012;
Barberá 2015a).

Both approaches have limitations that make it difficult to
scale these methods to large samples of users. Indirect meth-
ods do not perform well when sociodemographic traits that
are not heavily correlated with behavior, and name-based
methods cannot be applied when new names are not in-
cluded in the lists of names tagged by gender, which limits
their applicability. For example, nearly 110,00 of 250,000
(44%) randomly selected U.S. Twitter users (see Applica-
tions section) did not report a first name that appears in the
Social Security Administration baby names dataset (Blevins
and Mullen 2015). Supervised methods do not suffer from
this problem but, because of their use of small, self-selected
samples, they require collecting “costly” features in order to
achieve high accuracy. Measuring features such as the text

of a user’s neighbors (her followers and those that she fol-
lows) is very time-consuming because it requires hundreds
of API calls, making this method impractical for any sample
larger than a few thousand users.

The aim of this paper is to develop a new approach that
overcomes these limitations and allows any researcher to (1)
estimate the age, gender, race/ethnicity, income, propensity
to vote, and party affiliation of (2) any Twitter user, and (3)
with fewer than 5 API calls per user.

Method
Even if the sociodemographic characteristics of Twitter
users cannot be directly observed, there are at least two dif-
ferent types of information that researchers could use to infer
them.

Text of users’ tweets. A range of previous studies have
shown significant differences in language use between men
and women (Newman et al. 2008), liberals and conserva-
tives (Sylwester and Purver 2015), individuals of different
age (Schwartz et al. 2013) and race groups (Florini 2013).
Language use indicates not only differences in personality
or opinions, but also in interests and activities, which may
also be correlated with users’ sociodemographic character-
istics. Text in microblogging platform such as Twitter of-
ten includes emoji characters – ideograms that include fa-
cial expressions, objects, flags, among others, and which
often can convey more complex ideas than single words.
To test whether language use predicts users’ latent traits, I
will estimate two models, of increasing complexity: first, a
logistic classifier with Elastic Net regularization (Zou and
Hastie 2005) using only emoji characters as features (bag-
of-emoji); second, a logistic classifier with Elastic Net reg-
ularization and Stochastic Gradient Descent (SGD) learning
using word counts as features (bag-of-words, BOW), and ap-
plying a TF-IDF transformation. To reduce the size of the
feature matrix, I will only consider emoji and words used by
more than 1% and less than 90% of the users in the training
dataset (627 emoji characters, 34,092 unigrams).

Users’ friends. Previous studies have systematically
found that the characteristics of users’ neighbors – who
they decide to follow – are highly correlated with their own
characteristics (Chen et al. 2015; Al Zamal, Liu, and Ruths
2012). This result is consistent with the strong homophilic
patterns commonly found in social networks (McPherson,
Smith-Lovin, and Cook 2001). However, collecting informa-
tion about the entire network of a given user is costly, often
requiring multiple API calls. Instead, the approach I propose
here is to focus on which verified accounts users decide to
follow, and use this information to predict their latent traits.1
If we consider Twitter as a news media (Kwak, Moon, and
Lee 2012), these following decisions can also be informative
about users’ interests and preferences. Of the over 154,000
accounts currently verified, I select only 61,659 accounts

1Verification is granted by Twitter to public figures, in-
cluding celebrities, media outlets, and politicians, in order
to certify that their profile corresponds to their real iden-
tity. The full list of verified accounts is publicly available at
http://twitter.com/verified.



with more than 10,000 followers and English or Spanish as
their account language. Similar to an adjacency matrix, the
set of features for each individual will be a vector of length
61,659 with value 1 if the user follows that particular ac-
count and 0 otherwise (bag-of-followers). As in the previous
case, I will also estimate a logistic classifier with Elastic Net
regularization and SGD learning to predict users’ traits.

These two are not the only possible sources of information
about users’ characteristics. Twitter allows users to write a
140-character description of themselves in the profile, and
this text has been used in previous studies to build train-
ing datasets (Pennacchiotti and Popescu 2011). As discussed
in the previous section, first and last names also contain in-
formation about individuals’ gender and ethnicity. However,
even if in some cases these methods could lead to more accu-
rate predictions, they are limited by the sparsity of the data:
many users do fill the ‘description’ field or report a name
contained in the existing name datasets.

Data
Geolocated tweets
The first step in the data collection process was to construct
a list of U.S. Twitter users whose location is known with
county-level granularity. To do so, I collected a random sam-
ple of 1.1 billion geolocated tweets from around the world
between July 2013 and May 2014. Of these, nearly 250 mil-
lion tweets from 4.4 unique million users were sent from the
contiguous United States. The pairs of coordinates (longi-
tude and latitude) in each tweet was then used to identify the
county and zipcode from which each of them was sent, us-
ing the shape files that indicate the polygons delimiting each
of these geographical units. The ‘name’ field in users’ pro-
files was also extracted from all the tweets in this dataset,
and parsed using regular expressions to split into first, mid-
dle, and last name. These two sources of information – ge-
ographic (county and zipcode) and name (first and last) –
will be used to match Twitter accounts with their publicly
available voting records.

Voting Registration Records
The availability of voting registration records varies across
states, depending on the rules imposed by their Secre-
taries of States. In most cases, they are freely available
upon request or after paying a small fee. These files gen-
erally contain the full name, residential address, party af-
filiation, gender, race, and past vote history for all vot-
ers that have ever registered to vote. In this project, I use
voting records from 15 different states: Arkansas, Cali-
fornia, Colorado, Connecticut, Delaware, Florida, Michi-
gan, Nevada, North Carolina, Ohio, Oklahoma, Pennsyl-
vania, Rhode Island, Utah, and Washington. While this
set of states was chosen for convenience reasons (in all
15 states the voter records can be easily obtained on-
line), it presents significant variation in electoral outcomes,
population, and region. The voting records from each of
these states was parsed and standardized to a common
file format in order to facilitate the matching process.

Table 1: Matching voting records and Twitter users.

Registered Twitter Total
State Voters Users Matches %
Arkansas 1,582,012 32,372 4,615 14.2
California 17,811,391 554,213 65,079 11.7
Colorado 3,500,164 56,844 9,009 15.8
Connecticut 2,186,628 46,840 5,902 12.6
Delaware 645,329 13,008 1,923 14.8
Florida 13,037,192 260,604 36,308 13.9
Michigan 7,425,020 118,919 17,710 14.9
Nevada 1,438,967 57,069 6,724 11.8
North Carolina 5,413,637 127,463 14,292 9.5
Ohio 7,507,994 162,993 28,047 17.2
Oklahoma 1,983,727 48,780 6,746 13.9
Pennsylvania 8,231,634 168,873 21,537 12.7
Rhode Island 740,051 18,557 2,607 14.0
Utah 1,481,505 31,862 3,536 11.1
Washington 4,339,309 65,565 11,226 17.1
Total 77,324,560 1,763,962 233,132 13.2

All the code necessary to run this step is available at
github.com/pablobarbera/voter-files.

Matching Process
A given Twitter account was matched with a voter only
when there was a perfect and unique match of first name,
last name, county, and state. In cases of multiple Twitter
accounts or voters with identical first and last names in a
county, they were matched at the zipcode level using the
same method. This procedure is conservative on purpose
– the goal is to create a training dataset with as little un-
certainty as possible about users’ true characteristics. More
sophisticated methods, based on geographic distance, could
also be implemented in future work. Note that voters’ resi-
dential address is available in all states; and these addresses
could be easily parsed to coordinates.

Table 1 provides summary statistics for the sample sizes
considered at each step. The first column indicates the total
number of registered voters in each state – their total sum
correspond to between 35% and 50% of all registered vot-
ers in the U.S., depending on how these are defined. The
second column shows the number of Twitter users in each
state, based on the dataset of geolocated tweets. The third
and fourth columns show the total number of Twitter users
that were matched using this method, and the proportion that
it represents over the total of Twitter users in each state. This
proportion ranges from 9.5% in North Carolina to 17.2%
in Ohio. While these proportions may seem low, Bond et
al (2012) were only able to match around 33% of Face-
book users to voter records, despite having access to users’
birthdates in a much less anonymous social networking site,
where users are less likely to use pseudonym.

Since the residential address in which each voter is reg-
istered is also publicly available, this dataset can also be
matched with home property records to obtain a rough es-
timate of each user’s income. In particular, I queried the



Zillow API for the ‘zestimate’ for each address – an esti-
mate of the market value of each individual home, calculated
for about 100 million homes in the U.S. based on public
and user-submitted data points. More information is avail-
able at: www.zillow.com/zestimate/. This quantity
is then normalized by multiplying it for the ratio of the me-
dian home value in each state over the median home value
in the U.S., in order to have comparable values across differ-
ent states. Despite this transformation, note that home values
are still a noisy proxy for citizens’ income. For example, I
cannot distinguish whether the home is owned or rented. De-
spite these limitations, this variable provides a good estimate
of a given citizens’ wealth.

The final step in the data collection process was to down-
load the list of ‘friends’ for all 233,132 users matched with
voting records, as well as their 1,000 most recent tweets.
Since 99% of the users in this sample follow fewer than
25,000 accounts, it is possible to construct the feature ma-
trix with fewer than 5 API calls per user. (Each API call can
return 200 tweets or 5,000 friends.) After excluding private
and suspended Twitter accounts, the total size of the training
dataset is 201,800 Twitter accounts.

Variables
After merging and cleaning all the datasets, in my analysis
I will focus on six sociodemographic variables, recoded as
follows:
• Gender: male or female.
• Age: 18-25, 26-40, 40+ (approximately three deciles of

age distribution of Twitter users in the sample).
• Race: African-American, Hispanic/Latino, Asian/Other,

White
• Party: Unaffiliated, Democrat, Republican.
• Vote: turnout in 2012 presidential election.
• Income: normalized home value lower than $150,000, be-

tween $150,000 and $300,000, and greater than $300,000
(approximately three deciles of home value distribution in
the sample).

Results
Tables 2 reports the performance of the classifiers for all
sociodemographic characteristics. In order to examine the
performance of each model, I provide as a baseline the pro-
portion of individuals in the modal categories for each vari-
able (male, 40+, white, unaffiliated, voted in 2012, home
value $150K-$300K), as well as the sample size included in
the estimation. Accuracy was computed using 5-fold cross-
validation. Note that the total sample size is lower than
40,000 in some cases because not all variables are available
in some states, or for all individuals. For example, race is
only available in Florida and North Carolina. In Table 3,
I provide additional information about the performance of
the two main classifiers, after disaggregating each variable
into individual categories, and computing accuracy, preci-
sion, and recall for each dichotomized indicator.

I find that the performance of the classifiers is in all cases
better than random or choosing the modal category, with

Table 2: Performance of machine learning classifiers (Cross-
validated accuracy, 5 folds)

Gend. Age Race Party Vote Inc.
Baseline (mode) 51.2 37.2 67.6 38.4 63.0 42.7
N (users, 1000s) 130 202 40 174 196 159
Categories 2 3 4 3 2 3
Text classifiers
Bag-of-emoji 69.2 52.0 68.9 40.3 65.3 43.2
Bag-of-words 84.9 65.5 77.3 50.3 67.2 48.1
Network classifiers
Bag-of-followers 85.3 63.1 77.6 50.7 64.2 45.7
Combined classifier
Boe + Bow + Bof 88.7 68.3 80.5 53.9 67.6 49.4

Table 3: Performance of machine learning classifiers, by cat-
egory

Text Network
Variable A P R A P R %
Gender
Female 88 90 87 86 85 88 48.8

Age
18-25 85 72 68 82 66 61 26.7
26-40 74 67 43 72 64 53 36.1
≥ 40 74 63 78 73 62 76 37.1

Race/ethnicity
African Am. 90 75 34 89 89 30 13.4
Hisp./Latino 88 79 37 86 78 25 17.2
Asian/Other 98 90 11 98 75 2 1.6
White 77 77 97 75 74 98 67.6

Party
Democrat 62 51 55 66 54 53 38.4
Republican 76 55 22 76 59 25 36.3
Unaffiliated 61 50 55 58 47 66 25.2

Turnout
Voted 67 69 88 65 66 91 63.0

Income
Low 73 50 18 72 48 19 27.5
Middle 51 46 77 50 45 79 42.7
High 72 54 31 72 55 27 29.8

A = accuracy; P = precision; R = recall; % = prop.

the exception of the bag-of-emoji models. When compared
with previous studies, the levels of accuracy reported here
are comparable or higher to those previously achieved. For
example, Chen et al (2015) achieve 79% accuracy for eth-
nicity, 88% accuracy for gender, and 67% accuracy for age.
Al Zamal (2012) obtain 80% accuracy for age, 80% accu-
racy for gender, and 92% accuracy for political orientation.
However, note that these results are based on features that
are much more costly to obtain, or use self-selected samples
where it is easier to achieve good performance because they
are easier to classify.

When comparing the two different methods, a clear pat-
tern emerges: text-based features are as good or even better
than network-based measures. The differences are particu-



larly large for age, propensity to vote, and income. While
there are differences in across these groups in who they
follow (as evidenced by the fact that bag-of-followers fea-
tures are also good predictors), it appears language traits are
more indicative, which is consistent with previous research
in computational linguistics. In the case of race, this results
is not surprising, given that one of the largest minorities
in the sample speaks a language other than English. How-
ever, at the same this result also raises questions about the
performance of the classifier across different groups within
this ethnic community (e.g. first- vs second-generation im-
migrants). The use of this method implies in practice that
members of this community are identified based on their
language, and depending on how it is going to be applied, it
may lead to a problem of representativeness of the predicted
sample of Hispanics with respect to the entire population of
Hispanics on Twitter. Additional evidence of this limitation
of the model is the low recall levels of some of the classi-
fiers; in other words, many Hispanic Twitter users are not
being identified as such, probably because they don’t tweet
in Spanish as often. While this problem is perhaps more ob-
vious in this case, it appears to apply to some other sociode-
mographic groups, such as Republican supporters.

An alternative method to evaluate the performance of the
classifiers is to identify the emoji characters, words and ac-
counts with the highest and lowest estimated coefficients
in the regularized logistic regression. Table 4 reports these
sets of words and accounts. To facilitate the interpretation,
the coefficients in the network model were weighted by the
number of followers (for accounts), in order to make them
comparable to the TF-IDF normalization of the emoji and
word-based models. These results have high face validity
and are consistent with previous studies of language use in
psychology and linguistics – see Schwartz et al, (2013) for a
review. For example, females use more emotion words and
mention psychological and social processes, whereas males
use profane words and object references more often. Regard-
ing age, the results show a pattern of progression in indi-
viduals’ life cycle: from school and college, to work, and
then to family (e.g. some of the most predictive words of be-
ing older than 40 are words related to children and grand-
children); and from an emphasis on expressing emotions,
to more action and object references. Another strong sign
that the method is correctly classifying individuals’ race and
ethnicity is that one of the best predictor of each category
is the skin tone modifier, which change the aspect of face
emojis. Regarding party identification, it appears the use of
words and emoji related to marriage equality (e.g. the rain-
bow emoji), reproductive rights (“women”) and skin tone
modifiers a good predictor of a Twitter user being affiliated
with the Democratic party, reflecting the sociodemographic
composition of this group. Republicans, on the other hand,
appear to be more likely to discuss their faith on Twitter.
Individuals with no party affiliation are likely to use words
that are unrelated to politics. Although the results are not
as good for the turnout classifier, words such as “vote” and
“news” and the check emoji appear as the best predictors of
having voted in 2012. Finally, the emoji and words associ-
ated with different income levels indicate another limitation

of this method: many of these refer to geographic locations
where home values are generally low or high (e.g. fresno
and sacramento vs san francisco or miami). However, most
of these words indicate the models are capturing some sig-
nal: e.g. tweeting about flights, travel, and activites like gold
of ski are good predictors of having high levels of income.

The results for the network-based model are also consis-
tent with previous work and popular conceptions of the au-
dience for each of these accounts. For gender, just like Cu-
lotta et al (2015), I find that following Ellen Degeneres is an
excellent predictor of a Twitter user being female, whereas
following SportsCenter and other famous sports figures is
a good indicator of an user being male. Republicans and
Democrats also follow accounts that align with their political
preferences: Barack Obama, Rachel Maddow, Bill Clinton;
and Fox News, Mitt Romney, and Tim Tebow, respectively.
African Americans and Hispanics appear to be likely to fol-
low popular figures in their community, such as Kevin Hart,
Oprah Winfrey or LeBron James, or Pitbull, Jennifer Lopez,
and Shakira. Whites, on the other hand, are more likely to
follow country stars like Blake Shelton. Finally, following
Miley Cyrus, UberFacts or Daniel Tosh is a good predic-
tor of being younger than 25 years old, whereas following
CNN, Oprah or Jimmy Fallon is more likely among users
older than 40.

One limitation of this approach is that the training dataset
is not representative of Twitter users. Since it only contains
individuals who report their real names on their profiles and
who are registered to vote, it is likely that the dataset con-
tains users who are more active and more likely to use Twit-
ter to consume political information. In order to evaluate
how the classifiers perform out of sample, I took a random
sample of 2,000 Twitter users in the U.S. (see next section
for details on sample selection) and used the crowd-sourcing
platform CrowdFlower to code their gender, race/ethnicity,
and age based on their name and profile pictures. Table 5
shows that the out-of-sample performance of this models
is lower than in-sample, as expected, but still significantly
above any baseline classifier.

Table 5: Out-of-sample performance.
Observed Network

Variable (%) A P R N
Gender
Female 52 75 69 86 1,461

Race/ethnicity
African Am. 14 89 83 27 1,203
Hisp./Latino 24 81 76 31 1,203
Asian/Other 0 NA NA NA 1,203
White 62 71 69 95 1,203

Age
18-25 51 63 66 57 1,329
26-40 40 63 56 36 1,329
≥ 40 9 72 17 63 1,329



Table 4: Top predictive features (emoji, words, accounts) most associated with each category.
Female , , , , , , , , , ♥, , , , , , , , . . .

love, women, hair, girl, husband, mom, omg, cute, excited, <3, girls, yay, happy, hubby, boyfriend, :), can’t, baby, wine, thank, heart, nails. . .

@TheEllenShow, @khloekardashian, @MileyCyrus, @Starbucks, @jtimberlake, @VictoriasSecret, @WomensHealthMag, @channingtatum. . .

Male , , , , , , , , , , , , , , , , . . .
bro, man, wife, good, causewereguys, gay, great, dude, f*ck, nice, game, iphone, ni**a, church, time, #gay, girlfriend, bruh, sportscenter. . .

@SportsCenter, @danieltosh, @MensHealthMag, @AdamSchefter, @ConanOBrien, @KingJames, @katyperry, @ActuallyNPH. . .

Age: 18-25 , , , , , , , , , , , , , , , , . . .
class, college, semester, life, (:, sportscenter, campus, best, literally, like, haha, just, :d, finals, classes, okay, professor, exam, studying. . .

@SportsCenter, @wizkhalifa, @MileyCyrus, @danieltosh, @instagram, @EmWatson, @KevinHart4real, @UberFacts, @vine. . .

Age: 26-40 , , , , , , , , , , , , , , . . .
excited, work, amazing, bar, awesome, wedding, #tbt, pretty, #nofilter, ppl, bday, time, lil, #love, yay, #latergram, office, game, tonight, boo, super. . .

@danieltosh, @ConanOBrien, @jtimberlake, @StephenAtHome, @chelseahandler, @KimKardashian, @instagram, @NPR, @britneyspears. . .

Age: ≥ 40 , , , , , , , , , , , , , , . . .
great, daughter, son, nice, r, good, ok, kids, congratulations, obama, hi, nbcthevoice, wow, happy, hope, beautiful, sorry, rock, grandson, amen. . .

@jimmyfallon, @cnnbrk, @YouTube, @Pink, @TheEllenShow, @NBCTheVoice, @SteveMartinToGo, @Oprah, @sethmeyers, @FoxNews. . .

African Am. , , , , , , , , , , , , , , , , . . .
black, smh, #scandal, lol, god, iamsteveharvey, bout, yall, man, ni**a, morning, blessed, wit, y’all, lil, yo, bruh, lord, good, . . .

@BarackObama, @instagram, @KevinHart4real, @Oprah, @KingJames, @stephenasmith, @LilTunechi, @Lakers, @YouTube, @MariahCarey. . .

Hisp./Latino , , , , , , , , , , , , , , , , . . .
miami, lmao, colombia, que, en, #miami, fiu, lmfao, hola, el, fiu, cuban, la, hialeah, hispanic, lol, :d, lmfaooo, tu. . .

@instagram, @nytimes, @JLo, @ladygaga, @SofiaVergara, @KimKardashian, @shakira, @georgelopez, @justinbieber, @pitbull, @DJPaulyD. . .

Asian/Other , , , , , , , , , , , , , , , , , , , . . .
i’m, asian, miami, lol, jacksonville, haha, tampa, :d, :), indian, allah, gainesville, like, india, orlando, #heatnation, #tampa, studying . . .

@TheEllenShow, @cnnbrk, @azizansari, @BarackObama, @DalaiLama, @NBA, @mindykaling, @mashable, @UberFacts, @JLin7 . . .

White , , , , , , , , , , , , , , ♥, , , . . .
tonight, sweet, florida, ya, beach, blakeshelton, cat, haha, beer, think, night, asheville, great, baseball, dog, today, sure, lake . . .

@ActuallyNPH, @TheEllenShow, @blakeshelton, @jimmyfallon, @tomhanks, @danieltosh, @Pink, @FoxNews, @RyanSeacrest . . .

Democrat , , , ,→, , , , , , , , , , , , , , , . . .
philly, barackobama, la, sf, pittsburgh, women, nytimes, philadelphia, smh, president, gop, black, hillaryclinton, gay, republicans . . .

@BarackObama, @rihanna, @maddow, @billclinton, @khloekardashian, @billmaher, @Oprah, @KevinHart4real, @algore, @MichelleObama . . .

Republican , , , , , , , , , , ♥, , , , , , , , , . . .
foxnews, #tcot, church, christmas, oklahoma, florida, obama, great, realdonaldtrump, golf, beach, megynkelly, tulsa, byu, seanhannity . . .

@FoxNews, @danieltosh, @TimTebow, @MittRomney, @taylorswift13, @jimmyfallon, @RyanSeacrest, @Starbucks, @JimGaffigan . . .

Unaffiliated , , , , , , , , , , , , , , , , . . .
ohio, arkansas, columbus, cleveland, cincinnati, utah, toledo, cavs, #wps, browns, ar, akron, hogs, bengals, kent, dayton, #cbj, reds . . .

@instagram, @SportsCenter, @KingJames, @vine, @AnnaKendrick47, @wizkhalifa, @WhatTheFFacts, @galifianakisz, @ActuallyNPH. . .

Voted , , ,→, , , , , , , , , , , , , , , , . . .
great, obama, san, did, kids, vote, cleveland, daughter, nc, news, disneyland, barackobama, church, romney, county, president, california. . .

@BarackObama, @TheEllenShow, @jimmyfallon, @FoxNews, @azizansari, @blakeshelton, @MittRomney, @Starbucks, @RyanSeacrest. . .

Did not vote , , , , , , , , , , , , , , , , . . .
college, life, philly, pittsburgh, bro, sportscenter, miss, florida, im, sh*t, penn, ya, f*ck, gonna, guys, can’t, man, actually, wanna . . .

@SportsCenter, @vine, @justinbieber, @wizkhalifa, @MileyCyrus, @UberFacts, @Eminem, @KendallJenner, @Jenna Marbles. . .

Income: Low , , , , , , , , , , , ♥♥, , ♥ , , , , , , . . .
fresno, sacramento, bakersfield, work, lol, spokane, watching, good, ass, follow, wwe, #raw, :-), baby, wwe, need, im, ready, tired, sleep, bored . . .

@instagram, @WhiteHouse, @YouTube, @ArianaGrande, @tomhanks, @stephenasmith, @KevinHart4real, @aliciakeys, @carmeloanthony . . .

Income: Middle , , , , , , , , , , , , , , , , , . . .
diego, denver, disneyland, vegas, utah, #sandiego, church, sd, tonight, disney, anaheim, las, colorado, worship, abc7, kings, lakewood, awesome. . .

@vine, @Usher, @ZooeyDeschanel, @RyanSeacrest, @AdamSchefter, @rihanna, @rainnwilson, @robkardashian, @andersoncooper . . .

Income: High , , , , , , , , , , ,→, , , , , , , . . .
sf, francisco, best, miami, class, san, great, thanks, nyc, la, congrats, beach, data, michigan, college, philly, flight, actually, #sf, nytimes, seattle . . .

@cnnbrk, @jimmykimmel, @StephenAtHome, @adamlevine, @jimmyfallon, @TechCrunch, @neiltyson, @SteveMartinToGo, @nytimes. . .

Note: Each row indicates the top 15-20 emoji/words/accounts that better predict each category, not the most common.



Applications

Estimating Public Opinion with Social Media Data
and Sociodemographic Weights

The increase in the use of Twitter for political purposes has
led many researchers to examine whether specific patterns in
the stream of tweets mirror offline public opinion, or if they
might be even able to predict election outcomes (O’Connor
et al. 2010; Tumasjan et al. 2010; DiGrazia et al. 2013). De-
spite this apparent success, different studies have demon-
strated that the predictive power of tweets has been highly
overstated (Gayo Avello, Metaxas, and Mustafaraj 2011;
Jungherr, Jürgens, and Schoen 2012; Beauchamp 2014;
Jungherr et al. 2016). The two most important limitations
of previous research are the fact that sampling bias and
self-selection bias are neglected: not all sociodemographic
groups are equally present in Twitter, and some groups are
much more likely to tweet about political topics (Barberá
and Rivero 2014).

One solution to these two challenges is to analyze a panel
of Twitter users whose sociodemographic characteristics are
estimated with the methods I introduce here. Tracking a
fixed set of users over time can allow researchers to use
prior user behaviors to detect their biases (Lin et al. 2013;
Diaz et al. 2016), and also can provide information about
when users in the minority do not share their opinion, thus
controlling for ‘spiral of silence’ effects (Hampton et al.
2014). In addition, the availability of sociodemographic in-
formation about each user can be employed to correct for
known differences between Twitter users and the target pop-
ulation using post-stratification (Little 1993). A similar ap-
proach was used by Wang et al (2014) to forecast the 2012
Presidential election with highly non-representative polls of
Xbox users.

As an empirical evaluation of the promise of these two
methodological innovations, I now turn to an analysis of
tweets by a panel of Twitter users that mention each of the
most popular candidates in the 2016 Democratic and Repub-
lican election campaign, as well as President Obama. The
goal is to learn about how often different sociodemographic
groups mention, and apply sentiment analysis techniques in
combination with a post-stratification adjustment in order
to evaluate whether Twitter-based metrics approximate can
public opinion polls on presidential approval and support for
presidential candidates.

To construct the panel of Twitter users, I selected a ran-
dom sample of 200,000 users in the United States. The ran-
dom selection was achieved by sampling users based on their
numeric ID: first, I generated random number between 1 and
the highest numeric ID assigned at the time (3.3 billion);
then, for each number I checked whether the user existed,
and whether the ‘time zone’ field in their profile was one of
the time zones in the United States or whether their ‘loca-
tion’ field mentioned the full name or abbreviation of a U.S.
state or one of the top 1,000 most populated cities; if the user
met one of these conditions, she was included in the sample.
The final step was to collect all of their tweets and the ac-
counts they follow: a total of over 200 million tweets and 89

million accounts followed.2

After this dataset was collected, I applied the method
above to predict the political sociodemographic characteris-
tic of each user.3 This random sample is predicted to be 47%
male and 53% female; 43% ages 18-25, 24% ages 26-40,
and 32% ages 40+; 35% Democrat, 32% Republican, and
32% unaffiliated; 30% low income, 26% medium, 44% high;
17% African-American, 19% Hispanic, 3% Asian/Other,
61% White; and with turnout of 61%. Figure 6 provides
summary statistics for the other characteristics of this sam-
ple of users. Finally, I used Hadoop/MapReduce to extract
the tweets that mention the names of the current U.S. presi-
dent (“barack”, “obama”), as well as the candidates in the
Democratic and Republican presidential primary election,
which includes the main hashtags of their campaigns (e.g.
“Make America Great Again”, “I’m With Her”, “Feel The
Bern”)

Table 6: Twitter panel: summary statistics.
Tweets Friends Followers

avg med avg med avg med
All 3031 217 347 133 668 62

Men 2868 221 393 148 824 65
Women 3177 213 305 119 527 60

Age 18-25 3975 293 269 106 476 71
Age 26-40 2393 245 393 175 824 66

Age >40 2244 144 416 134 808 51
African-Am. 5660 573 535 219 925 128

Hispanic 2901 245 339 168 843 65
Asian/Other 3158 190 415 199 380 53

White 2325 166 293 100 555 51
Democrats 3422 337 375 167 711 82

Republicans 3393 246 395 161 783 69
Unaffiliated 2241 118 266 74 499 40
Non-voters 4146 510 414 205 592 110

Voters 2328 131 304 93 716 43
Low income 3794 285 398 163 623 70

Middle income 3367 335 407 177 716 80
High income 2309 136 276 89 670 48

Figure 1 displays estimates of how often these political
actors are mentioned, measured as the number of tweets for
each 10,000 tweets sent by each group. As is commonly as-
sumed, only a small proportion of Twitter users are inter-
ested in politics: less than 0.2% of tweets mention Barack
Obama and, in fact, less than 25% of users in the sample
have ever mentioned the President. Among the presidential
candidates, Donald Trump appears to be most popular, al-
though of course most of the messages mentioning his name

2The dataset does not include all the tweets ever sent by these
accounts because Twitter only allows access to the 3,200 most
recent tweets from a given account via the API. This should be
enough to cover at least one year of tweets for the large majority of
accounts.

3I use the network-based method in order to avoid endogeneity
concerns with the use of text to predict independent variables and
as the outcome of interest.



Figure 1: Estimated attention to politicians, by sociodemographic group: mentions for each 10,000 tweets sent
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could have a negative tone. Hillary Clinton is the most men-
tioned Democratic candidate, although Bernie Sanders is not
far behind. Ted Cruz is the second most mentioned Republi-
can candidate after Donald Trump, although a potential ex-
planation is that the dataset contains many tweets not related
to the politician, given that “cruz” means “cross” in Spanish,
which could explain why so many Hispanics appear to men-
tion this politician.

However, the most interesting patterns emerge when we
examine different demographic groups. Most of these results
are consistent with previous studies: for example, men ap-
pear to discuss politics more often, and Republicans men-
tion Obama at higher rates than Democrats (Barberá and
Rivero 2014; Barberá 2015a). Hillary Clinton appears to be
more popular among older Twitter users with higher income,
whereas Sanders is more frequently mentioned by young
users with lower income levels. African-Americans appear
to be one of the most politically active group: almost 40% of
them have mentioned Obama, more than any other group.
This difference is consistent through all the other candi-
dates. In the Republican field, Hispanics are disproportion-
ately more likely to mention Marco Rubio. Donald Trump
appears to be highly mentioned by all demographic groups.

As suggested by the fact that Republicans mention the
President more often than Democrats, the total number of
tweets about a political actors is not necessarily a good
proxy of popularity. To address this concern, I apply senti-
ment analysis to detect how the general tone of tweets about
Obama varies across individuals of different parties and over
time. Although supervised learning generally yields better
performance in sentiment tasks, for this preliminary analysis
I rely on a standard dictionary approach (Hu and Liu 2004)
that computes a sentiment score for each individual tweet
based on the number of positive minus negative words that

it contains. Despite the simplicity of this method, it appears
to achieve good accuracy, as Figure 2 demonstrates. Here,
I show the average sentiment score for tweets sent by each
party group each month between January 2015 and Febru-
ary 2016. As expected, Republicans tweet more negatively
about Obama than unaffiliated voters, and Democrats, re-
spectively.

Figure 2: Sentiment score in tweets mentioning Obama, by
month and party
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As discussed earlier, one possible method to improve the
representativeness of samples of Twitter users is to weight
each sociodemographic group according to the proportion of
the population in that group. This method, commonly known
in the survey research literature as post-stratification (Lit-
tle 1993), would allow us to compensate for the fact that,
for example, Republicans are underrepresented on Twitter.
More in detail, this approach would consist on partitioning



the sample of Twitter users into J cells based on the com-
bination of all sociodemographic characteristics, and then
take a weighted sum of the average sentiment in each cell,
ŷj , where each cell-level sentiment estimate is weighted ac-
cording to the size Nj of that cell in the population:

ŷPS =

∑J
j=1Nj ŷj∑J
j=1Nj

This method will yield better results when the cells be-
come more fine-grained, since the assumption of random
sampling within each cell becomes more likely to hold; how-
ever, at the same time that also increases its sparsity, which
can lead to noisy cell-level estimate. A common solution to
this issue is to turn to a model-based strategy, multilevel
regression and poststratification (MRP), which relies on a
Bayesian hierarchical model to obtain better estimates for
sparse cells (Lax and Phillips 2009; Park, Gelman, and Ba-
fumi 2004; Wang et al. 2014). In particular, I fit a multilevel
logistic regression, where the dependent variable is whether
each individual tweet is positive or negative, and the inde-
pendent variables are each of the sociodemographic vari-
ables of the user who published it:

Pr(yi = positive) =logit−1(α0 + αmale
j[i] + αrace

j[i]+

αparty
j[i] + αage

j[i] + αincome
j[i] )

After estimating this model, I compute the predicted pro-
portion of positive tweets in each cell, and then average at
the population level using data from the 2012 Congressional
Cooperative Election Study (Ansolabehere and Schaffner
2012), which includes all the relevant sociodemographic
variables used here, and had a sample of over 50,000 re-
spondents, large enough to give an accurate measure of the
number of individuals in each cell in the general population.

Figure 3 shows the results of applying this method to the
set of tweets published by users in the panel earlier described
(in red; scale on left axis), compared with an average of polls
about presidential approval compiled by Pollster. The quan-
tity displayed here is net approval for both time series: the
total proportion of positive tweets/responses minus the to-
tal proportion of negative tweets/responses. Both time series
are displayed are the week level, with the estimates com-
puted with tweets and polls from the last 30 days leading to
each time point. As this figure shows, there appears to be a
somewhat close correspondence between these two time se-
ries: the lowest and highest point of each series overlap in
time, and changes over time appear to be correlated as well.
The correlation between these two variables is r = 0.58

Interestingly, changes on Twitter appear to take place be-
fore they’re registered in the polls, perhaps suggesting that
individuals on Twitter are leading public opinion.

Table 7 provides a more systematic test of the relation-
ship between these these two variables using time series re-
gression. Model 1 shows that contemporaneous values of
adjusted Twitter sentiment are correlated with job approval
based on surveys. Model 2 shows that this effect is robust

Figure 3: Comparing Twitter- and survey-based measures of
presidential job approval
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to controlling for previous values of net approval in surveys.
Finally, using an error-corrected model Model 3 shows that
both lagged values and changes in net approval on Twitter
predict current values of net approval according to surveys.
All these results are robust to controlling for the total num-
ber of tweets per month. While this analysis is still prelim-
inary, it demonstrates that Twitter-based metrics appear to
have significant predictive power for a relevant public opin-
ion time series.

Table 7: Time Series Regression
(1) (2) (3)

Net approval 0.15∗∗ 0.04∗∗
(Twitter) (0.03) (0.02)

Net approval 0.84∗∗ 0.86∗∗
(Survey, Lagged) (0.07) (0.07)

Net approval 0.05∗∗
(Twitter, Diff.) (0.02)

Net approval 0.03∗
(Twitter, Lagged) (0.02)

Constant -0.11∗∗ -0.02∗∗ -0.02∗
(0.01) (0.01) (0.01)

N 59 58 58
R2 0.35 0.83 0.84
Standard errors in parentheses. Signif.: ∗10% ∗∗5%.
DV: Net presidential approval in surveys.

Inequality in Exposure to Political Information
An important normative and empirical debate in the liter-
ature about the political effects of internet use is whether
social media usage is creating ‘echo chambers’. If individ-
uals are indeed embedded in homogenous networks in so-
cial networking platforms, and only exposed to the opin-
ions of like-minded users, it is possible that social media us-
age could exacerbate political polarization (Sunstein 2001;

http://elections.huffingtonpost.com/pollster/obama-job-approval


Hindman 2008; Huckfeldt 1995; Mutz 2006). Some stud-
ies appear to find empirical evidence of strong ideological
sorting in Twitter networks. (Conover et al. 2012; Colleoni,
Rozza, and Arvidsson 2014). However, when a broader set
of individuals and topics are considered, individuals do not
appear to be as segregated as previously thought (Barberá
et al. 2015). In fact, most social media users are embedded
in ideologically heterogeneous networks (Barberá 2015b;
Bakshy, Messing, and Adamic 2015).

This set of studies have focused on ideological differ-
ences in information consumption and exchange, but Twit-
ter networks could potentially be segregated along other so-
ciodemographic traits. Understanding whether networks are
clustered based on these characteristics is relevant because
it helps us understand how the use of social media affects
social inequalities in information consumption. For exam-
ple, if young people tend to follow and be followed by other
young individuals, more frequent social media usage could
lead to significantly less exposure to political information,
given that age is correlated with political interest.

To examine this question, I use the panel of Twitter users
described in the following section, and quantify what pro-
portion of users were potentially exposed to two popular
tweets: Hillary Clinton’s presidential run announcement on
April 12, 2015, and Ellen Degeneres’ selfie tweet at the 2014
Academy Awards. I collected the list of individuals who
retweeted each of these tweets in the 24 hours after they
were originally sent. This allows me to distinguish whether
the individuals in my panel were either directly exposed to
the tweet (because they follow Hillary Clinton or Ellen De-
generes), indirectly exposed to the tweet (because they fol-
low someone who retweeted that tweet), or not exposed.

Table 8 reports the proportion of users that fall in each of
the two first categories for both tweets. The results here il-
lustrate the importance of ‘inadvertent’ exposure (Brundidge
2010): for over 90% of users who were potentially exposed
to Clinton’s tweet, the tweet appeared in their timeline as a
retweeted by one of the other other users they follow. The
second broad pattern is that, as expected, there are strong
selection effects in direct exposure to this political message:
women are 33% more likely than men to follow Hillary Clin-
ton; Democrats are around three times more likely to follow
Hillary Clinton than Republicans and affiliated; and adults
over 40 years old are also much more likely to follow her
than younger Twitter users. However, the crucial lesson from
this analysis is that these relative differences are much lower
in magnitude once we consider indirect exposure. A third
of almost all sociodemographic groups were exposed to this
tweet. One exception to this trend is the group of African-
American Twitter users: despite being directly exposed to
this tweet at similar rates to Hispanics, their rate of indirect
exposure is only around 25% vs 37% for Hispanics and 34%
for Whites.

The comparison with the tweet by Ellen Degeneres al-
lows me to disentangle whether these patterns are particular
to particular messages or more general. As in the previous
case, I find that retweets are a powerful mechanism to re-
duce inequalities in exposure: women are more than three
times more likely to follow Ellen, but the rates of total ex-

Table 8: Proportion of users who were directly and inad-
vertently exposed to Hillary Clinton’s presidential run an-
nouncement tweet and Ellen Degeneres’ selfie tweet during
the 2014 Academy Awards.

Clinton tweet Ellen ‘selfie’
Direct Inadv. Direct Inadv.

All 2.1 31.8 10.5 23.6
Men 1.8 29.2 4.8 21.9

Women 2.4 34.3 15.6 25.1
Democrats 3.0 33.2 10.1 22.3

Republicans 1.3 26.5 11.9 21.9
Unaffiliated 0.8 31.9 10.4 27.1

Age 18-25 0.7 26.5 9.7 24.1
Age 26-40 2.6 35.0 11.7 23.4

Age >40 3.3 33.9 9.7 23.3
Low income 1.5 26.9 10.3 20.3

Middle income 1.2 33.7 10.3 25.1
High income 3.8 37.2 10.9 27.0
African-Am. 1.1 25.5 5.3 17.6

Hispanic 1.0 36.6 9.4 27.5
White 4.0 34.2 16.3 26.3

posure by men and women are relatively similar. While the
comparison is difficult given that African-Americans were
directly exposed to this tweet at lower rates than Hispanics
or Whites, the result for this racial group also suggests the
existence of strong clustering along race and ethnicity. Fur-
ther research is needed, but this finding raises the question
of whether social media could actually exacerbate racial in-
equalities in access to political information.

Discussion
This article demonstrates that accurate estimates of the most
relevant sociodemographic characteristics of Twitter users –
those that are often used to recover the representativeness
of survey respondents – can be accurately predicted from
the text of their tweets and from who they decide to fol-
low. I have shown the potential of this method by examining
how the salience of political candidates varies across demo-
graphic groups, and how these covariates affect exposure to
political messages on Twitter. While further work is needed,
these two applications highlight the value of this method to
obtain more representative measures of public opinion from
Twitter data, and the importance of social media in reducing
inequalities in access to political information.

Beyond finishing the data collection, two main method-
ological challenges remain to overcome. First, how to im-
prove out-of-sample performance? The classifier here was
trained with data from users matched with voter registration
records, which may not necessarily be representative of the
population of Twitter users. A second concern is whether
these methods are equally accurate for different subsets of
each sociodemographic group. For example, if it’s identify-
ing Hispanics based on the use of the Spanish language, the
group predicted to be Hispanic could actually be very differ-



ent from the group of self-identified Hispanics in a survey.
Perhaps one way to address this problem would be to run
a survey of Twitter users, and examine whether their self-
reports are similar to their predicted values. It may also be
possible to conceive machine learning classifiers that cali-
brate the predicted values taking into account this problem.
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[Barberá et al. 2015] Barberá, P.; Jost, J. T.; Nagler, J.;
Tucker, J. A.; and Bonneau, R. 2015. Tweeting from left
to right is online political communication more than an echo
chamber? Psychological science.
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