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Overview of QTA (Grimmer and Stewart, 2013)

1. Acquire textual data:

> Existing corpora; scraped data; digitized text
2. Preprocess the data:

» Bag-of-words vs word embeddings

3. Apply method appropriate to research goal:
» Describe and compare documents
» Readability; similarity; keyness metrics
» Classify documents into known categories
» Dictionary methods
» Supervised machine learning
» Classify documents into unknown categories
» Document clustering
> Topic models
> Scale documents on latent dimension

» Known dimension: wordscores
» Unknown dimensions: wordfish



Word embeddings



Beyond bag-of-words

Most applications of text analysis rely on a bag-of-words
representation of documents

» Only relevant feature: frequency of features
» Ignores context, grammar, word order...
» Wrong but often irrelevant

One alternative: word embeddings

» Represent words as real-valued vector in a
multidimensional space (often 100-500 dimensions),
common to all words

» Distance in space captures syntactic and semantic
regularities, i.e. words that are close in space have similar
meaning

» How? Vectors are learned based on context similarity
» Distributional hypothesis: words that appear in the same
context share semantic meaning

» Operations with vectors are also meaningful



Word embeddings example

word D, D> Ds Dy
man 046 0.67 0.05

woman 0.46 -0.89 -0.08
king 0.79 096 0.02

queen 0.80 -0.58 -0.14

Male-Female

Verb tense

sssss

Country-Capital



word2vec (Mikolov 2013)

» Statistical method to efficiently learn word embeddings
from a corpus, developed by Google engineer (now at FB)

» Most popular, in part because pre-trained vectors are
available
» Two models to learn word embeddings:
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word2vec (Mikolov 2013)

How does the model learn about embeddings?
» Consider the following sentences:
» | study Math at school
» | study Geography at school
» You study Biology at school
» The model will learn that the words Math, Geography, and
Biology must have a similar meaning because they appear
in similar contexts

> i.e. they will be estimated to have similar embeddings



Other embedding methods

» GloVe embeddings (Stanford NLP group)

» Trained using global co-occurrence
> Less corpus-specific than word2vec, but differences are
minimal (Rodriguez and Spirling, 2021)

» Google’s Bidirectional Encoder Representations from
Transformer (BERT)

» Builds on recent advances in deep learning

» Key difference: words’ embeddings depend on context, and
are not fixed

» OpenAl’'s GPT-3:

» Model trained to predict what the next word in a sentence is
going to be.

» Can be used to generate text that is often indistinguishable
from human-generated text


https://nlp.stanford.edu/projects/glove/

Word embeddings
» Overview
» Applications
> Bias
» Demo



Applications

Three main social science applications of word embeddings:

1. Alternative to bag-of-words feature representation in
supervised learning tasks:

» Can improve performance with small labeled sets
» Takes context into account

2. Support for other automated text analysis tasks:
» Expand dictionaries
» Evaluate coherence of topics models
3. Understanding word meaning
» Analysis of semantic shifts over time
» Study of how word meaning varies by groups
4. Generation of placebo treatments

» Minimize researcher’s role in placebo selection within in
survey experiments



Dictionary expansion

Using word embeddings to expand dictionaries (e.g. incivility)

> distance(file_name = "FBvec.bin", > distance(file_name = "FBvec.bin",
+ search_word = "libtard", + search_word = "idiot",
+ num = 10) + num = 10)

Entered word or sentence: libtard Entered word or sentence: idiot

Word: libtard Position in vocabulary: 5753  Word: idiot Position in vocabulary: 646

word dist word dist
1 lib 0.798957586288452 1  imbecile 0.867565214633942
2 Lefty 0.771853387355804 2 asshole 0.848560094833374
3 libturd @.762575328350067 3 moron @.781079053878784
4 teabagger 0.744283258914948 4 asshat 0.772150039672852
5 teabilly 0.715277075767517 _
6 liberal 0.709996342658997 1 B

6 ahole 0.760824918746948

7 retard 0.690707504749298 % e i, FAZSRESATDHeR
8 dumbass .690422177314758 o CRRNERS
9 rwnj @.684058785438538 ignoramus 0.73521976630402
10 republitard 0.678197801113129 005

10 idoit 0.720151424407959

Source: Timm and Barberda, 2019
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of Class through Word ©®)SAGE
Embeddings

Austin C. Kozlowski,*) Matt Taddy,"
and James A. Evans®©{

Abstract

We argue word embedding models are a useful tool for the study of culture using a historical
analysis of shared understandings of social class as an empirical case. Word embeddings
represent semantic relations between words as relationships between vectors in a high-
dimensional space, specifying a relational model of meaning consistent with contemporary
theories of culture. Dimensions induced by word differences (rich - poor) in these spaces
correspond to dimensions of cultural meaning, and the projection of words onto these
dimensions refls i ations, which we validate with surveys. Analyzing
text from millions of books published over 100 years, we show that the markers of class
continuously shifted amidst the economic transformations of the twentieth century, yet
the basic cultural dimensions of class remained remarkably stable. The notable exception
is education, which became tightly linked to affluence independent of its association with
cultivated taste.

Keywords
word embeddings, word2vec, culture, computational sociology, methodology, text analysis,
content analysis

Source: Kozlowski et al, ASR 2019


https://arxiv.org/pdf/1803.09288.pdf
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Figure 10. Words That Project High and Low on the Employment Dimension of Word
Embedding Models Trained on Texts Published at the Beginning and End of the Twentieth
Century; 1900-1919 and 1980-1999 Google Ngrams Corpus



Cooperation in the international system

Distances

1980 1990 2000 2010
Year

1970

Figure 4: Distances by core countries. Plot of Euclidian distances between US and Russia (gray), and
US and China (maroon).

Source: Pomeroy et al 2018



Semantic shifts

Using word embeddings to visualize changes in word meaning:
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Source: Hamilton et al, 2016 ACL.

https://nlp.stanford.edu/projects/histwords/
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https://nlp.stanford.edu/projects/histwords/

Application: semantic shifts

1.

Rate of semantic change

Law of conformity: words that are used more frequently
change less and have more stable meanings

Law of innovation: words that are polysemous (have
many meanings) change at faster rates.

-1 -10 -9 -8 -7 -6 -5 -2.0-15-1.0-05 0.0 05 1.0 15 2.0
Log(frequency) Log(polysemy)

Source: Hamilton et al, 2016 ACL.
https://nlp.stanford.edu/projects/histwords/


https://nlp.stanford.edu/projects/histwords/

Generating placebo treatments

Placebo Selection in Survey Experiments: An
Agnostic Approach

Ethan Porter’2 and Yamil R. Velez“#*

School of Media and Public Affairs, The George Washington University, 805 21t Street NW, Washington, DC 20052, USA.
Email: evporter@gwu.edu

2Institute for Data, Democracy & Politics, The George Washington University, 805 21st Street NW, Washington, DC 20052, USA
3Department of Political Science, The George Washington University, 805 21st Street NW, Washington, DC 20052, USA
“Department of Political Science, Columbia University, 741 International Affairs Building, New York, NY 10027, USA.
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Abstract

Although placebo conditions are ubiquitous in survey experiments, little evidence guides common practices
for their use and selection. How should scholars choose and construct placebos? First, we review the role
of placebos in published survey experiments, finding that placebos are used inconsistently. Then, drawing
on the medical literature, we clarify the role that placebos play in accounting for nonspecific effects (NSEs),
or the effects of ancillary features of experiments. We argue that, in the absence of precise knowledge
of NSEs that placebos are adjusting for, researchers should average over a corpus of many placebos. We
demonstrate this agnostic approach to placebo construction through the use of GPT-2, a generative language
model trained on a database of over 1 million internet news pages. Using GPT-2, we devise 5,000 distinct
placebos and administer two experiments (N = 2,975). Our results illustrate how researchers can minimize
their role in placebo selection through automated processes. We conclude by offering tools for incorporating
computer-generated placebo text vignettes into survey experiments and developing recommendations for
best practice.

Link to OpenAl’s playground


https://beta.openai.com/playground

Word embeddings
» Overview
» Applications
> Bias
» Demo



Bias in word embeddings

Semantic relationships in embeddings space capture
stereotypes:

» Neutral example: man —woman ~ king — queen
» Biased example: man —woman ~ computer programmer —

homemaker
Gender stereotype she-he analogies.

sewing-carpentry  register-nurse-physician housewife-shopkeeper
nurse-surgeon interior designer-architect softball-baseball
blond-burly feminism-conservatism cosmetics-pharmaceuticals
giggle-chuckle vocalist-guitarist petite-lanky
sassy-snappy diva-superstar charming-affable
volleyball-football  cupcakes-pizzas hairdresser-barber

Gender appropriate she-he analogies.
queen-king sister-brother mother-father
waitress-waiter ovarian cancer-prostate cancer convent-monastery

Source: Bolukbasi et al, 2016. arXiv:1607.06520
See also Garg et al, 2018 PNAS; Caliskan et al, 2017 Science.


https://arxiv.org/pdf/1607.06520v1.pdf
https://www.pnas.org/content/115/16/E3635
http://science.sciencemag.org/content/356/6334/183

Word embeddings
» Overview
» Applications
> Bias
» Demo



|deological scaling using text as
data



Wordscores (Laver, Benoit, Garry, 2003, APSR)

» Goal: estimate positions on a latent ideological scale

» Data = document-term matrix Wg for set of “reference”
texts, each with known A4, a policy position on dimension
a.
» Compute F, where F,, is relative frequency of word m over
the total number of words in document r.
» Scores for individual words:
> Pp= ZF, 2 — (Prob. we are reading r if we observe m)
»> Wordscore Spg = Y. (Prm X An)
» Scores for “virgin” texts:

> Su =, (Fvm x Smg) — (weighted average of scored
words)
SDyy

> Siy=(Sw— Sw) (SDW) + S,q — Rescaled scores.




Wordfish (Slapin and Proksch, 2008, AJPS)

v

Goal: unsupervised scaling of ideological positions
Ideology of politician i, 6; is a position in a latent scale.
Word usage is drawn from a Poisson-IRT model:

vy

Wi ~ Poisson(\jm)
Aim = exp(cj + 1bm + Bm x 0;)

> where:

«j is “loquaciousness” of politician i

¥m is frequency of word m

Bm is discrimination parameter of word m
» Estimation using EM algorithm.
Identification:

» Unit variance restriction for 6,
» Choose a and b such that 6, > 6

v



