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Overview of QTA (Grimmer and Stewart, 2013)

1. Acquire textual data:
I Existing corpora; scraped data; digitized text

2. Preprocess the data:
I Bag-of-words vs word embeddings

3. Apply method appropriate to research goal:
I Describe and compare documents

I Readability; similarity; keyness metrics
I Classify documents into known categories

I Dictionary methods
I Supervised machine learning

I Classify documents into unknown categories
I Document clustering
I Topic models

I Scale documents on latent dimension
I Known dimension: wordscores
I Unknown dimensions: wordfish



Word embeddings



Beyond bag-of-words
Most applications of text analysis rely on a bag-of-words
representation of documents
I Only relevant feature: frequency of features
I Ignores context, grammar, word order...
I Wrong but often irrelevant

One alternative: word embeddings
I Represent words as real-valued vector in a

multidimensional space (often 100–500 dimensions),
common to all words

I Distance in space captures syntactic and semantic
regularities, i.e. words that are close in space have similar
meaning
I How? Vectors are learned based on context similarity
I Distributional hypothesis: words that appear in the same

context share semantic meaning
I Operations with vectors are also meaningful



Word embeddings example

word D1 D2 D3 . . . DN
man 0.46 0.67 0.05 . . . . . .

woman 0.46 -0.89 -0.08 . . . . . .
king 0.79 0.96 0.02 . . . . . .

queen 0.80 -0.58 -0.14 . . . . . .



word2vec (Mikolov 2013)

I Statistical method to efficiently learn word embeddings
from a corpus, developed by Google engineer (now at FB)

I Most popular, in part because pre-trained vectors are
available

I Two models to learn word embeddings:



word2vec (Mikolov 2013)

How does the model learn about embeddings?
I Consider the following sentences:

I I study Math at school
I I study Geography at school
I You study Biology at school

I The model will learn that the words Math, Geography, and
Biology must have a similar meaning because they appear
in similar contexts

I i.e. they will be estimated to have similar embeddings



Other embedding methods

I GloVe embeddings (Stanford NLP group)
I Trained using global co-occurrence
I Less corpus-specific than word2vec, but differences are

minimal (Rodriguez and Spirling, 2021)

I Google’s Bidirectional Encoder Representations from
Transformer (BERT)
I Builds on recent advances in deep learning
I Key difference: words’ embeddings depend on context, and

are not fixed
I OpenAI’s GPT-3:

I Model trained to predict what the next word in a sentence is
going to be.

I Can be used to generate text that is often indistinguishable
from human-generated text

https://nlp.stanford.edu/projects/glove/
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Applications

Three main social science applications of word embeddings:
1. Alternative to bag-of-words feature representation in

supervised learning tasks:
I Can improve performance with small labeled sets
I Takes context into account

2. Support for other automated text analysis tasks:
I Expand dictionaries
I Evaluate coherence of topics models

3. Understanding word meaning
I Analysis of semantic shifts over time
I Study of how word meaning varies by groups

4. Generation of placebo treatments
I Minimize researcher’s role in placebo selection within in

survey experiments



Dictionary expansion

Using word embeddings to expand dictionaries (e.g. incivility)

Source: Timm and Barberá, 2019



Source: Kozlowski et al, ASR 2019

https://arxiv.org/pdf/1803.09288.pdf




Cooperation in the international system

Source: Pomeroy et al 2018



Semantic shifts

Using word embeddings to visualize changes in word meaning:

Source: Hamilton et al, 2016 ACL.
https://nlp.stanford.edu/projects/histwords/

https://nlp.stanford.edu/projects/histwords/


Application: semantic shifts

1. Law of conformity: words that are used more frequently
change less and have more stable meanings

2. Law of innovation: words that are polysemous (have
many meanings) change at faster rates.

Source: Hamilton et al, 2016 ACL.
https://nlp.stanford.edu/projects/histwords/

https://nlp.stanford.edu/projects/histwords/


Generating placebo treatments

Link to OpenAI’s playground

https://beta.openai.com/playground
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Bias in word embeddings
Semantic relationships in embeddings space capture
stereotypes:
I Neutral example: man – woman ⇡ king – queen
I Biased example: man – woman ⇡ computer programmer –

homemaker

Source: Bolukbasi et al, 2016. arXiv:1607.06520
See also Garg et al, 2018 PNAS; Caliskan et al, 2017 Science.

https://arxiv.org/pdf/1607.06520v1.pdf
https://www.pnas.org/content/115/16/E3635
http://science.sciencemag.org/content/356/6334/183
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Ideological scaling using text as
data



Wordscores (Laver, Benoit, Garry, 2003, APSR)

I Goal: estimate positions on a latent ideological scale
I Data = document-term matrix WR for set of “reference”

texts, each with known Ard , a policy position on dimension
d .

I Compute F, where Frm is relative frequency of word m over
the total number of words in document r .

I Scores for individual words:
I Prm = FrmP

r Frm
! (Prob. we are reading r if we observe m)

I Wordscore Smd =
P

r (Prm ⇥ Ard )

I Scores for “virgin” texts:
I Svd =

P
w (Fvm ⇥ Smd ) ! (weighted average of scored

words)
I S⇤

vd = (Svd � Svd )
⇣

SDrd
SDvd

⌘
+ Svd ! Rescaled scores.



Wordfish (Slapin and Proksch, 2008, AJPS)

I Goal: unsupervised scaling of ideological positions
I Ideology of politician i , ✓i is a position in a latent scale.
I Word usage is drawn from a Poisson-IRT model:

Wim ⇠ Poisson(�im)

�im = exp(↵i +  m + �m ⇥ ✓i)

I where:
↵i is “loquaciousness” of politician i
 m is frequency of word m
�m is discrimination parameter of word m

I Estimation using EM algorithm.
I Identification:

I Unit variance restriction for ✓i
I Choose a and b such that ✓a > ✓b


